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* Type questions into Zoom
To Q&A.

Participate * You can ask anonymously.

* Raise your hand to speak.
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* Introducing Research Computing & Data (RCD)
Organization and People

* Overview of new infrastructure
* Improving and expanding research facilitation
e Open discussion and Q&A
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Points for Discussion

e Future of Condo-Node Model — no annual
funding

* Format for RCD infrastructure (Palmetto +
Storage) and usage policy governance

» What are your current pain points?
e Other?
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Discussion &
Questions ?
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What would be the best form for RCD
infrastructure governance and usage
policies?

e.g. how to allocate data lake storage?
e.g. what to purchase next?

* Open to anyone interested?
* Balance of colleges/owners?

* Part of the Faculty Senate committee?
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What are your pain points?

 Short on compute power or data
storage space?

* Need help with tuning code or
applications?

* Partnership support for grants?

 Something else?
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What is the future of the Condo-Node
Model?

* We no longer have annual funding
from Clemson for annual buys.

CLEMS@N






